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Abstract

In this article we consider a reaction-diffusion model for the spreading of farmers in Europe,
which was occupied by hunter-gatherers; this process is known as the Neolithic agricultural
revolution. The spreading of farmers is modelled by a nonlinear porous medium type diffusion
equation which coincides with the singular limit of another model for the dispersal of farmers
as a small parameter tends to zero. From the ecological viewpoint, the nonlinear diffusion takes
into account the population density pressure of the farmers on their dispersal. The interaction
between farmers and hunter-gatherers is of the Lotka-Volterra prey-predator type. We show the
existence and uniqueness of a global in time solution and study its asymptotic behaviour as time
tends to infinity.
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1 Introduction

The Neolithic migration of farmers in regions previously inhabited by hunter-gatherers has been

studied for a long time [1,2]. In particular the Lotka-Volterra type system
F,=drpAF +rpF(1—F +aH), 0
H, :dHAH—I—I’HH(l —H—bF),

has been studied by [3]. In this model, the populations of farmers F' and hunter-gatherers H are
assumed to diffuse freely and randomly by linear diffusion with constant diffusion rates dr and
dy throughout the region. Recently, Elias, Kabir and Mimura [15] have proposed a new three
component reaction-diffusion system

Fi;,=F(1-F—FR)+sAH—k(p(Fi+F)F — (1 - p(F1 +F))F),
(PN By = dAR + Fy(1 — F — B) +sBH +k(p(Fi + B)F — (1 - p(F + R))R),
H, =AH+rH(1—H) - g(Fi + B)H,

allowing to monitor the expanding farming population in terms of the sedentary and migrating
farmers denoted by Fj and F;, respectively. In Problem (ﬂk) p = p(F) is the probability density
function which is included in the switching mechanism between the sedentary and migrating farmers
and which depends on the total density of the farmers F' = F| 4+ F,. We assume that p satisfies

(i) p(0) =0,
(ii) p(F) is increasing in F,

(iii) lim p(F) = 1.
F—o0

A simple example is given by p(F) = F /(F + F;), where F, is the switching value of the conversion
between F| and F;; more precisely, the probabilities of remaining sedentary or migrating are both
equal to 1/2 when F = F,. Finally the parameter £ > 0 is the rate of conversion between F; and F;.
In view of (i)-(iii), the model (:@k) implies that whenever the total density of farmers is low, the
farmers prefer a sedentary lifestyle. On the other hand, if the total density of farmers is high, then
some of the farmers start migrating and searching for new places favourable for sedentary life.

In this paper, we consider the special case when the rate of conversion k in Problem (£?*) tends
to co. Formal calculations show and we will prove in a forthcoming article [[14] that (Fy ; + Fi 2, Hk)
converges to (F,H) as k — oo, where the triple (Fy 1,Fy2,Hy) satisfies Problem (27%) and (F,H) is
a solution of the system
Ft:dFA(p(F)F)+I’FF(1—F)+SFH, )

H,=dyAH+ryH(1—H)—gFH. @

Unlike in the system (), the diffusion of farmers may degenerate if p = 0 in (cf. assumption (i)). In
this model, the Neolithic dispersal of farming in Europe takes into account the population density
pressure due to limited space and the advanced lifestyle resulting in farmer overcrowding.



More precisely, we study the nondimensionalised model

(u; = d,A@(u) +ru(l —u+av) in Qr,
vi =dyAv+ryv(l —v—bu) inQr,
X
(£) 1 ag(vu) :g_:: on T,
u(xa()) = MO(X), V()C,O) = Vo(X), X € Q?

where the dispersal of the hunting-gathering population v is assumed to be linear and the dispersal of
the farming population u is modelled by using a possibly degenerate diffusion ¢ where ¢ : R, — R
satisfies

(Hy) 0 cCC(RNCHRY), ¢(0)=¢'(0)=0, ¢(s)>0fors>0 and
?7 9"(s) > 0fors € [0,2C,),

where C, = 1 +a. We assume that u and v are defined on an open bounded domain Q C R? with a
smooth boundary and that the initial functions ug, vy € C(Q) satisfy 0 < ug < C, and 0 < v < 1. For
T > 0 we use the notation Oy = Q x (0,7T), Zr = dQ x (0,T) and v denotes the outward normal
at x € dQ. In the model (£?), hunters are converted to farmers with the conversion rates a and b; r,
and r, are the intrinsic per-capita growth rates and the carrying capacities of the habitat for farmers
and hunter-gatherers are rescaled to 1. All the rates including the diffusion constants d,, and d, are
assumed to be positive constants. The system (2) is a special case of Problem (£?).

In this paper we prove the global in time existence and uniqueness of the solution of Problem
(£?) and we study the large time behaviour of the solution as t — oo. In particular, depending on
the value of b, we show that both farmers and hunters can coexist (0 < b < 1) or that hunters can
become extinct (b > 1); in any case the population densities converge to constant steady states so
that the populations homogeneously spread over the space domain.

Our main result is to prove that the convergence to equilibrium is exponential in the L” topology
for all p > 1. In other words we show that the constant equilibria of Problem () are exponentially
asymptotically stable in L? for all p > 1 and we provide some explicit estimates for the conver-
gence rates and constants. The method that we apply is inspired from the so-called entropy method,
which measures the distance between the solution and the stationary state by means of a suitable,
monotone in time Lyapunov (entropy or free energy) functional of the system. The idea is to es-
tablish functional inequalities between this Lyapunov functional, say, V, and the associated dissipa-
tion functional dV /ds. The entropy method has mainly been developed in the framework of scalar
diffusion equations and the kinetic theory of the spatially homogeneous Boltzmann equation, see
[4,77,123]] and references therein. The method has also been used to obtain explicit rates for the expo-
nential decay to equilibrium in the case of reaction-diffusion systems modelling reversible chemical
reactions such as 241 = Ay, A1 +Ay = A3, A1 +Ay = A3 +Asand A1 +A) = A3 = A1+ A4 in
[8,19,110, 116, 13]. The usual entropy functional used in the case of reversible reactions has the form

V(al,az,...):Z/Q(ailogai—ai+1)dx 3)

where @; is the molar concentration of the chemical A; and the summation goes through all the
species of the reaction under consideration.



For Problem (&), if 0 < b < 1, let (u*,v*) be a strictly positive spatially homogeneous steady
state solution of Problem (&?). The Lyapunov functional, which we will use, is given by

V(u,v):a/ (u—u*—u*log%) dx—l—B/ (v—v*—v*log%) dx. 4)
Q u Q v

In contrast, if b > 1, a steady state solution of Problem (2?) is given by (1,0) and the functional

V(u,v):OC/Q(u—l—logu)dx—f—B/dex (3)

is a Lyapunov functional of Problem (Z7).

There is an essential difference between the functionals (3) and @), (3). In particular the func-
tional (3) is well defined even if one or more species vanishes. On the other hand the functionals (4)
and (5)) blow up whenever u and/or v are not strictly positive in . As it is expected for u to be zero
in a part of the domain due to the finite time propagation property of solutions of porous medium
equations starting from compactly supported initial data, we first need to show the eventual positiv-
ity of the solution (u,v) of Problem (%) everywhere in Q, which makes our approach different from
the previous studies about reversible chemical reactions. The eventual positivity will be deduced
from the uniform convergence of the solution (u,v) of Problem (.#?) to the equilibrium in (C(Q))?2.
Indeed, having this uniform convergence, we can find a time, say 7;; > 0, after which « and v are
bounded below by a suitably small positive constant whenever the corresponding equilibrium is also
strictly positive. For all the times ¢ > 7, the desired functional inequality between the Lyapunov
functional and its time derivative has the form of dV /dtr < —CV for some positive constant C, which
immediately implies the exponential convergence of the functional V (u(t),v(t)) to its steady state
as t — oo. Then a Pinsker’s-type inequality allows to find a lower bound for V in the sense of the
L? distance between u and «* and v and v*, respectively, which in turn implies the exponential con-
vergence of the solution orbits towards their steady state. This method works out in the cases that
0<b<1landb>1.If b= 1, we can only prove an inequality of the form dV /dr < —CV?, which
then yields an algebraic convergence result.

The paper is organised as follows. In Section [2] we prove the existence and uniqueness of the
solution of the degenerate parabolic problem # in the sense of Definition Then, we will study
the asymptotic behaviour of the solution of Problem &7 as time tends to infinity in Section 3] For
the sake of completeness, Section [3|is concluded with remarks on the stabilisation for large time
of a uniformly parabolic problem which corresponds to Problem &?. Namely, we will assume in
Subsection [3.4]that ¢ : R — R satisfies

(Hyp) @ eC*(Ry) and ¢'(s) >0 fors>0

and that u( and vg are bounded away from zero. Under the hypothesis (ﬁ(p), Problem & is parabolic
non-degenerate, and we may apply standard quasilinear theory to obtain the existence and unique-
ness of classical solution, which is positive in Q x (0,e0) for all nonnegative and compactly sup-
ported initial data.



2 Existence and uniqueness of the solution of Problem (2?)

Let us consider the sequence of approximating problems

(u; = dyA@e(u) +ru(l —u+av) in Qr,
vi =dyAv+ryv(l —v—>bu) inQr,

(7)1 2 %)

(SS‘EM> = % = on ZT,

Lu(x,0) = u§(x), v(x,0) =v5(x), x€Q,

where Q¢ (u) := @(u+€) — @(&). We remark that the function ¢¢ € C3(]0,0)) is such that
©e(0) =0 and @.(s) >0 forall s > 0.

The initial functions uf and v§ are smooth, i.e., ufj,v§ € C*(Q), satisfy 0 <uf < 1+aand 0 <vj§ <1,
and u§ — ug, v — vo uniformly in Q as € — 0.

Theorem 2.1. There exists a unique classical solution (u®,v®) of Problem (%).

Proof. The proof is based on Schauder’s fixed point theorem (e.g., [12], Theorem. 5.1.11). Let us
define the closed, convex and bounded set # = {u € C(Q7),0 <u < 1+ain Qr}.
Let u¢ € ¢ . Then, by [20] (Proposition 7.3.2), there exists a unique solution v¢ € C>! (Qr) of
the problem (%),
v =dyAv+g(uf,v) in Qr,

d
() A, on X7,
v
v(x,0) =v§(x), x€Q,
where
0 ifv <O,
gluv) =< rv(l—v—>bu) if0<v<l,
—rybu if 1 <v,

which is uniformly bounded, 0 <v* <1 in @T. Indeed, we define
Zy(w) =w, —d,Aw — g(u®,w).

The boundedness of v¢ follows from the comparison principle and the fact that .%,(0) < 0 and
Z,(1) > 0 whenever u® > 0.
If v¢ is a solution of Problem (.27%), then we consider the uniformly parabolic problem

ur = dyAQe (1) + f(u,v®) in Qr,
(%) d Qe (ut) —0

on ZT,
u(x,0) =uf(x) xe€Q,

where
0 if u <0,

flu,v) =< ru(l—u+av) ifo<u<l+a,
—rya(l4+a)(1—v) ifl+a<u.
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It follows from [19] (Chap. V, Theorem 7.4) that Problem (Z75) possesses a unique classical solution
0E e C¥He(2+@)/2(9L) for all o € (0,1). Moreover, u® is uniformly bounded in Q7, namely 0 <
ut <C,:=1+aforeach (x,¢) € Qr. Indeed, let us define

Lu(w) = wy — dyA@e(w) — f(w, V7).
Then, .Z,(0) <0 and .Z,(C,) > 0 and the uniform boundedness follows from the standard compar-
ison principle.
We consider the map % : % — ¢ such that u® — v¢ — u® =: % (u®). In order to apply

Schauder’s fixed point theorem we have to show that the map .# is compact and continuous from

2 into C(Qr).

(i) compactness of F: If {uf}‘]"’: | is a sequence of functions in %", then it follows from the
regularity of all #% and the compactness of the embedding C2+a(2+@)/2(9) € C(Qy) that the se-

quence {.7 (u%)}7_; is relatively compact in C(Qr).

(ii) continuity of % : For any two solutions v{ and v§ of Problem (?f) which correspond to
the functions u{ and u5 from % and the initial functions v{ , and v§ ,, respectively, and such that
0 <v§,v§ <1, we deduce that

] et = gl 5) = [ 50§ = ) <31 =05~ b
Q Q
=i [ 1508 = (05 = (09)+ B8 05 — )+ b (0 =] o
< rv(3+bCa)/ 8 —v§|dx+brv/ 1 — ud.
Q Q
With this estimate at hand, the stability property in [S)], Corollary 11, namely,
t
1450 =350l < 10— 5ol @+ | 1)) = s(u8. 1) 11y 8
implies that
t t
v () _VS(I)”U(Q) < HVf,o _VS,OHLI(Q) +C (/0 v _VEHLI(Q) ds+/0 luf _MSHLI(Q) ds) (6)
for some positive constant C. By using Gronwall’s inequality we deduce thaﬂ
t
450 =50y < (o~ Eoll gy +€ [ T = 8l s)

Lety(t) = Hv‘f(t) —vg(t)HLl(Q), ¥(0) = Vi o =3 ol (), O(1) = Huf(t) — MS(I)HLI(Q) and C > 0. Then, (@ can be
rewritten fort > 0

¥(t) < y(0)+C /0 (9(5) + b(s)) ds.
Let us denote

x(t) = y(0) +C /O ' (5(5) + b(s)) ds.
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for0 <t <T, so that

1
[ 1960 =80l < 2 (o= ollgy +€ [ 1 - llsmas). @

Similarly, any two solutions i} and u5 of Problem (&7;) that correspond to v{, v5 and uf , u5
satisfy

t
||MA81(l)—MA£z(T)||L1(Q)§‘}”f,o—”§,0”L1(9)+C(/O 1 — 1 ds + / v =8l ds) (®)

where C is a constant. Therefore, we deduce the inequality

T 1 T
/O Hﬁf(f)—ﬁgz(t)ﬂu(g)dfﬁEeCT(H“io—uioHu(QﬁC /0 \|vf—v§uL1(Q>ds)- ©)

Let us consider a convergent sequence {u%}7_; in %" and denote its limit by u®, i.e., u; — u® in
J as j — oo. Assume also that the initial functlons satisfy v& 0= Vo and ut 0= ”0 Then,

T T
1 )= 70y gy = [

T
SeCT/O ||V§_V£HL1(Q)dS (10)

T
< T [ = g

by (7) and @) Hence, it follows from that .Z is continuous in the L' (Q7) norm and . (us) —
Z (uf) in L' (Qr) as j — . Since .Z is a compact map from .#" to C(Qr) we deduce that F(u5) —
Z (uf) in C(Qr) as j — .

Then, y(r) < x(t) forr > 0, x(0) = y(0) and,
X (1) = C(y(t) + b(r) = y(0) = b(0)).
Since y(t) < x(¢) and y(0) > 0 and b(0) > 0, then we deduce

X (1) < Clx(t) + (1)),

and, after multiplication by e ¢,

(x(t)e ") < Cb(1)e .
Integration over (0,¢) then gives

x(t)e " —x(0) < C/Otb(s)ecs ds.

Since y(t) < x(¢) and x(0) = y(0), we deduce that

y(t) < x(r) < e (y(O) —l—C/()lb(s)e_CSds) < (y(O) +C/Otb(s) ds) .

Please note that a similar integral form of the Gronwall inequality can be found in [21] on p. 25.



Therefore, .% : u® — uf is continuous and compact for the C(Qr) topology from the closed,
convex, bounded set % into itself. We deduce from Schauder’s fixed point theorem that there exists
a function u® € % such that .% (u®) = u®. This proves the existence of a solution of Problem (27¢).

The uniqueness of the solution follows from the stability properties @ and : fort € [0,7T],

(1) = w5 ()] @) + V7 () =V (D)1

< |Jufo - ug,OHLl(Q) +vio - VE,OHU(Q)
+ [ (146 =86 i)+ I¥565) = 56 ) 0.
Thus, by Gronwall’s inequality we obtain
5 () =501 ) + V5 () =5 (D110
< e ([l 0 = S oll 1 oy + 10~ V0ll 1))

foreacht € [0,T]. If we set uf j = u5 ; and v§ j =5 ; we deduce that uf = u5 and v{ = vj for each
t €10,T] and a.e. in Q. O

Next we return to the study of Problem (7).
Definition 2.1. We say that a pair (u,v) is a weak solution to Problem (%) if
i) u,v € C(Qr) and
ii) for any { € C*'(Qy), dy{ =0 on X7 and for each t € [0,T]

/Qu(t)i:(t)dx:/guog(O)dx%—/o /Q(du(p(u)AC—Fruu(l—u+av)C+uC,)dxds (11)

and
/Qv(t)C(t)dx:/QvoC(O)dx-l-/O /Q(dvaC-l—rvv(l—v—bu)C-ﬁ-vC,)dxds. (12)

Theorem 2.2. Problem (&) admits a unique weak solution (u,v) such that
0<u<l+a and 0<v<I1. (13)
in Q x [0,0).

Proof. We first prove the existence of the solution. To that purpose, we will show that the sequence
{(u®,v®)} converges uniformly to a limit (u,v) as € — 0, where (u,v) turns out to be the unique
weak solution of Problem (&?). In fact, it is handy to set U® = @¢(u®) and to prove the uniform
convergence of {U¢} in C(Qr). We remark that since 0 < u® < 1+a in Q7 and ¢ is increasing on
[0,00), we have that 0 < @¢(uf) = @(uf+¢€) —p(e) < p(1+a+¢€) < @(2C,), where C, = 1 +a,
as we may assume without loss of generality that € < C,. Hence 0 < U¢ < @(2+a) in Q.

In view of (Hy) and the definition of ¢, the function @, is a convex strictly increasing function
from [0,2C,] into [0, P (2C,)]. Hence, we can define B = @7 ! which is a concave strictly increasing
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function on the interval [0, @(2C,)]. Since ¢ is convex on [0,2C,], the function € — @¢(s) is
nondecreasing at each s € [0,2C,]. Indeed, define f(€) = @¢(s); then f'(€) = @'(s+€) —¢'(€) >0
thanks to the convexity of ¢. We deduce that ¢(s) < (pg( ) for all s € [O,ZC | and, in particular,
[0,0(2C,)] C [0,0:(2C,)] for all 0 < &€ < C,. Since @¢(uf) € [0,0(2C,)] for all € < C,, we can
restrict the definition of B to the interval [0, ¢(2C,)].

Next, we define B(s) = ¢~ !(s) for s € [0, 9(2C,)]. Then,

Be — B uniformly on [0, ¢(2C,)] as € — 0.

Indeed, the function € — B¢(s) is nonincreasing for each s € [0,¢(2C,)]. Thus, the sequence
{Be}e>0 is a monotone sequence of continuous functions tending pointwise to the continuous func-
tion B on the compact set [0, ¢(2C,)] as € — 0. We deduce the uniform convergence from Dini’s
theorem.

By setting U? = @ (u®) we obtain the equation for U¢,

2 BelU") = duAU® 1 £(Be(U°).¥¥) im0,
0

ng =0 onZXr,

U®(x,0) = @e(uj(x)), x€Q,

where f(Be(U%),v¢) = r,Be(U?)(1 — B (U?) + av®) is bounded uniformly in €. Multiplying the
equation for U¢ by U¥? and integrating over Q gives

AgﬁS;Ug)U€m+d /|VU8| dx = /fﬁg (US) vE)UE dx.

Integration in time then implies that

T e T
/ /MUgdxdl‘i‘du/ /IVU8|2dth§C1’ (19
0o Jo Ot 0 JQ

where the positive constant C; does not depend on €.
We set F(s) = [o Bt($)EdL. Since @} (s) > 0 for s > 0, then also B4 (s) > 0 and F¢(s) > 0 for
all s > 0. We obtaln

/OT/Q%Udedt:/;/g%dxdt:/QFE(UG(T))dx_/QFE(Ug(O))dx (15)

where

/QFg(Ue(O))dx:/Fs((Ps(“S))dx

L[ s

908(
g/g(pg(uo)/o Bl g s (16)
_ /Q 0 (15) (Be (@e () — B (0)) dx
:/(pg(ug)uﬁdx
Q
<G



where C, = (14+a)@(2+a)|Q| since 0 < uf < 1+aand 0 < @¢(uf) < ¢(2+a). By substituting
(T5) and (T6)) into (14) we obtain

T
du/ /|VU8|2dxdt§C1—|—C2.
0 Q

This implies that {U*®}¢~ is bounded in L*(0,T;H'(Q)) uniformly in €.
Since u§ — ug uniformly in Q as € — 0, there exists a positive function ® such that w(s) — 0
as s — 0 and such that for all 0 < € < & we have that

|ug(x) —u§(x)| < @(x—x") forallx,x' € Q,

so that also
|uo(x) —up(x')| < @(x—x) forall x,x’ € Q.

By the results of DiBenedetto [[11] (Theorem 6.2 and the following corollary) we deduce that
{U%®} ¢~ is equicontinuous in Q7 and thus relatively compact in C(Qr). Thus, there exists U €
C(Qr) and a subsequence of {U?} (denoted again by {U¢}) such that U — U uniformly in C(Qy)
as € — 0.

Since Be(s) — B(s) uniformly on [0, (2C,)] as € — 0 and B(U?) — B(U) uniformly in C(Qr)
as € — 0, we deduce from the inequality

u =BU)| = |B:(U") = BU)| < |Be(U®) = BWU)|+ [(BU*) = B(U)]

that
u® — u uniformly in C(Qy) as € — 0, (17)

where we set u = B(U) (i.e., U = @ (u)).
A similar reasoning permits to show that

v¢ — v uniformly in C(Qy7) as € — 0. (18)

Let { € C>!'(Qr) be such that d, ¢ = 0 for (x,¢) € . Using the uniform convergence properties
and and a similar property for ¢¢(u), Lebesgue’s dominated convergence theorem and
the fact that uf; — ug and v§; — vo uniformly in Q as € — 0 allows us to pass to the limit € — 0 in
the weak formulation

/Qus(t)é_:(t)dx:/QMSC(O)dx—I—du/Ot/Q(pg(ug)ACdxds—i—/ot/QuSC,dxds
+Vu/ot/gug(l—u£+av8)Cdxds

[rs0a= [coaa [ [vacaass [ [ ganas
+rv// (1 =€ — buf)¢ drds

to obtain (11)) and (12). Therefore (u,v) is a weak solution to Problem (27).

We obtam the uniform bounds as a consequence of the uniform bounds 0 < u® < 1+ a and
0 <v* <1 for each € > 0 and the uniform convergence properties and (18).

The proof of the uniqueness of the solution is similar to the proof of the uniqueness in Theo-
rem [2.1] since the stability properties (6 and (8) hold also for the solution of Problem (27). ]

and
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3 Convergence to equilibrium as r — oo

We remark that the system (&) of ordinary differential equations that corresponds to (4?) admits
several steady states in the positive quadrant R2 = {(r,s) : # > 0,5 > 0} depending on the value of b.
If 0 < b < 1, then the system (&) possesses four equilibria (#e, ve) € {(0,0),(1,0),(0,1), (u*,v*)}
where u* = (1 4+a)/(1 +ab) > 0 and v* = (1 —b)/(1 +ab) > 0. Stability analysis gives that
the only stable equilibrium is (i, Vo) = (u*,v*). In the case when b > 1, the set of equilibria
is {(0,0),(1,0),(0,1)}, since v* < 0 for b > 1. From these, (us,ve) = (1,0) is the only stable
steady state of the system (7). We will show below that the equilibrium state

(u*,v*) for0 < b < 1,
(1,0) forb > 1,

is the globally stable steady state solution of Problem (7).
For later reference we define

Zu(s) =i —dyAQ(s) —rys(1 —s+av), (19)
Z(s) = sy —dyAs — rys(1 —s — bu). (20)

3.1 Positivity of the solution after some time

We start by proving that the solution («,v) of Problem (2?) becomes positive in Q in a finite time.
First, we consider the solution of an initial value problem for a scalar nonlinear Fisher-KPP equation.

Lemma 3.1. Let a, B be positive constants and let wy € C(Q) be a nonnegative function such that
J oWo(x)dx > 0. Then, the weak solution w of the Fisher-KPP equation with degenerate diffusion

wy =dA@(w) +ow(f —w) inQx (0,),

do(w) - 21
v =0 ondQx(0,), (21)

W(X, O) = W()(X), x €Q,

converges exponentially fast to 8 in C(Q) as t — oo, where the convergence rate only depends on o

and .

Proof. We remark that the functional £, (s) = s, — dA@(s) — as(B —s) associated with Prob-
lem satisfies .%,(0) < 0 and .Z,(C) > 0 for C = max{||wo||;~,B}. Hence we deduce from
the weak maximum principle that 0 < w < max{||wo||;~,B} in Q x [0,0). Let z be the unique
solution of the problem

7zt =dA@(z) inQx(0,00),

99(2)
av

z2(x,0) = zo(x) = Eéiglz]{wo(x)’ B}, xeQ.

=0 ondQx(0,00),

11



We deduce from the weak maximum principle that 0 < z < 8 in Q x (0,%0). Moreover, since
Zw(z) = —az(B —z) <0 and z9(x) < wp(x) in Q, it follows that z < w in Q x [0,0) by the com-
parison principle. We set

1
a(zo) = @/gzo(x)dx > 0.

Then, by Theorem 20.16 in [22],
lim 2(x.1) — a(z0)| =0

uniformly in Q. Hence, for each 0 < i < a(zo) there exists #,, > 0 such that w(x,7) > z(x,1) > >0
in Q x [t,,°0). For further use we fix the pair (u,,) with 0 < u < a(zo).
We remark that

w<w<w inQxty,o), (22)

where w and w are the solutions of, respectively,

w,=aw(f—w) inQx(ty,),
w(x,ty) =min{u,f/2}, x€Q,
and
W, = aw(B—w) inQx (ty,0),
w(x,ty) = max{||wol| ;= (q), 2B}, x € Q.

Indeed, both w and w satisfy .Z,(w) = %, (w) = 0 and
w(-stu) < p < w(-tn) <max{|[wol1=(q) B} <W(-, 1)

for the data at time 7, in Q. Thus, follows from the comparison principle.
Since the solution of the ODE equation n’ = an(f8 —n) with n(t,) = ny,

B B —no

I’l(t) = 1+'}/€_aﬁ(t_t”), = 1o

b

converges to 3 exponentially fast as # — o, then both w(¢) and w(t) converge to f§ as t — oo, and as
a consequence of , w(t) — B in C(Q) exponentially fast as ¢ — oo for all a, 8 > 0. O

Remark 3.1. We can prove in a similar way that the solution of the standard Fisher-KPP equation
with linear diffusion (set ¢(w) = w in ) converges exponentially fast to f in C(2) as t — oo for
arbitrary o, 8 > 0.

Corollary 3.2. There exists t, > 0 such that u and v are strictly positive in Q X [t,, ).

Proof. Let u be the nonnegative solution of the problem

u, = dyA@(u) +ru(l —u) inQx(0,),
dp(u)

WZO OnaQX(O,OO),

ﬂ(xa 0) = I/t()(X), X € Qa

12



where ug is such that 0 < up(x) < 1 in Q. Since the functional .Z, defined by satisfies £, (u) <
—ryavu < 0 for v > 0, then by the standard comparison principle we deduce that u > u in Qx [0,00).
Since by Lemma u(t) — 1in C(Q) as t — oo, there exists £, > 0 such that for all # > ¢, we have
u>u>0in QX [t,, ).

Since the problem for v is uniformly parabolic, then v(x,t) > 0 in Q x (0,0) by the strong
maximum principle. O]

3.2 Large time behaviour in the case that 0 < b < 1

Lemma 3.3. Let 0 < b < 1, then the solution (u,v) of Problem (&) converges to (u*,v*) = ((1+
a)/(1+ab),(1—b)/(1+ab)) in [C(Q)]* ast — oo

Proof. We remark that the steady state solution («*,v*) of Problem (.£?) satisfies
l=u"—av® and 1=v"+bu". (23)

By Corollary there exists a time #, such that u and v are strictly positive in Q x [t,, ). Let us
consider for ¢ > 1, the functional V (u,v) : Ri — R defined by

V(u,v) = (x/ (u—u* —u*log%)dx—i—ﬁ/ (v—v* —v*logl*)dx, (24)
Q u Q v
for some constants «, 8 still to be determined. Then V is positive for (u,v) # (u*,v*) (see

below) and satisfies V (u*,v*) = 0. Differentiation of V (u,v) in time gives

d
SV(unn) = a /Q _

:OC/Q (dMA(p(u)+ruu(1—u+av))dx—l—ﬁ/g

u

u—u* Y —

I/l[dX"‘ﬁ/ 4 V[dx
Q 14

Vv —

vv (dyAv+ryw(l —v—bu)) dx

where integration by parts yields

|Vul®
dx
"

aduL”_”*A¢(u)w=—adu/gv(1—”—*> Vo(u)dx = —Ocduu*/g(p'(u)

u u

de/v 4 Avdx:—ﬁdv/v(1—v—>-wdxz—ﬁdvv*/‘ ‘;’ dx.
Q Vv Q v Q Vv

Next we consider the reaction terms. The equalities (23] together with setting & = br, and = ar,
imply that

and

Ocru/g(u—u*)(l—u—i—av)dx—i—ﬁrv/ﬂ(v—v*)(l—v—bu)dx
:Otru/Q(u—u*)(u*—av*—u—i—av)dx—kﬁrv/g(v—v*)(v*—|—bu*—v—bu)dx

= —an, [ (i=uPas—pr, [ (v=v)a

13



which in turn yields

d . p Vul . V|?
Sy 0) = - adue [ o040 pan [ Vil ax

—Ocru/g(u—u*)zdx—ﬁrv/g(v—v*)zdxgO.

(25)

We deduce from (23) that V (u(z),v(t)) is nonmcreasmg in time along the solution orbit (u(z),v(z))
and that 9,V (u(2), ())<0f0r(,v)7é( Vo).
Integrating the equation (23) on (., T) for T > t, gives

T
/t /Q(aru(u—u*)z—kﬁrv(v—v*)z) dxdt <V (u(ty),v(ts)).

/:/Q (u—u")?+(v—v")?) dxdr < C

foreach T >t, and C; =V (u(t.),v(t.))/ min{ory,, Br,} > 0. By Lebesgue’s monotone convergence

theorem, we obtain N
/ / ((u—u*)2+(v—v*)2) dxdt < Cj. (26)
ts Q

Multiplying the equation for u by u — u* and integrating over Q yields

Hence,

1d
1d (u—u*)zdx—l—du/ (p'(u)]Vu]zdx+ru/ u(— )2 d
2dt Q Q Q
= aru/ u(u—u)(v—v")dx
Q
< aCur, [ (=) v")|ds
Q
Using Young’s inequality we deduce that
d *\2 *\2 *\2
— [ (u—u*)dx<aCery | ((u—u*)>+ (v—v*)") dx.
dr Q Q
Integrating this inequality over (z,¢ +s) for t > t, and s > 0 gives
/(u—u*)z(t—f—s)dx < / (u—u*)? dx—i—Cz/ / u—u" v—v*)z) dxdr. (27)
Q
Similarly, we can show that
/(v—v*)z(t—i—s)dxg/(v—v dx+C2/ / u—u" v—v*)z) dxdr. (28)
Q

In both inequalities and (28), C; = max{aCyry, br,}.

14



In view of (20)), there exists a sequence {#,}, f, — oo as n — oo, such that u(t,) — «* and v(t,) —
v*in Lz(Q) as t,, — oo. Thus, for each € > 0 there exist 77 > t, such that for all ¢, > T;

/Q(u—u*)z(tn)dxgg and /Q(v—v*)z(tn)dxg : 29)

We also deduce from (26) that, for € > 0 arbitrary, there exists 7> > 0 such that for all 7, > 75 and
s>0

th+s i} . e
/ln /Q((u—u)z—i—(v—v)z)dxdfgz—cz. (30)

In view of the estimates and (30), we deduce from and that for each 1, > max{T}, > }
and for all s > 0

/(u—u*)z(tn+s)dx§8 and /(v—v*)z(tn+s)dx§8. (31)
Q Q

Next we show that u(t,) — u* and v(t,,) — v* in the L>-norm along all subsequences {t,} such that
tn, — oo. Indeed, let us suppose that there exists a subsequence {u(t,,)} and a function »** such that

u(ty) — u™ as t,; — o
in L?(Q). Let
_ 1 * *k |2
€= g”” — 120
and let 77 and 75 be such that is satisfied for all t, > max{T},T>} and s > 0. Moreover, let m be
such that

2
lu(tm) — w72 q) < €.

Choose s = t,,, — t,. Then, it follows from (31)) that
2
T
which implies that

*

1
Kk (12 * 2 sk (|2 * Kk |2
e =72y = 2(1[u” — lt) | 12() + llu(tm) — u™[l2(q)) < 46 = Sllu” —u™]12(q).

and consequently that #™* = u*. We deduce that u(t) — u* and v(t) — v* in L?(Q) as t — oo
Moreover, the convergence u(t) — u* and v(¢) — v* is uniform in C(Q) as t — . Indeed,

by the results of DiBenedetto [11] (Theorem 6.2 and the following corollary) we deduce that the

sequence {u(t)},>1 is equicontinuous in Q and thus relatively compact in C(Q). Hence, we deduce

the uniform convergence u(t) — u* in C(Q) as t — oo. The uniform convergence of v(¢) to v* as
t — oo follows in a similar way. ]

Lemma 3.4 (Rate of convergence for 0 < b < 1). Let 0 < b < 1, then the solution (u,v) of Prob-
lem () converges exponentially fast to (u*,v*) in [LP(Q)]? for all p > 2 ast — .
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Proof. Without loss of generality we assume that the solution (u,v) is different from (u*,v*). We
deduce from the uniform convergence u(¢) — u* and v(t) — v* in C(Q) as t — oo that

for all 4 € (0, min(u*,v")), there exists ,, > 0 such that u(x,), v(x,7) > @ in Q X [t,,).  (32)

Taylor’s theorem implies that for each differentiable real valued strictly concave function f defined
on an interval /

f(s1) < fs2)+ f'(s2) (51— 52)

for all s1,s, € I, where the equality holds if and only if s; = s,. Hence, taking f(s) = —slogs so
that f’(s) = —(logs + 1) yields after some calculations

s1—8 < sl(logsl —lOgSz) (33)

for each s; > 0 and s, > 0. Moreover, given a positive parameter p, the function 2 : Ry — R
defined by
logs —logp
h(s,p) = —————
S§—p
is decreasing in s since h(s, p) = (s — p —slog(s/p))/(s(s — p)?) <0by . In view of , for
afixed 0 < p < min{u*,v*} such that u(x,z) > p and v(x,¢) > p in Q X [t;;, ), it follows from the
monotonicity of 4 that

(34)

h(u(x,0),u”) <h(u,u®) and - h(v(x,1),v") <h(l,v") (35)
for each (x,1) € Q x [1,0).
We have seen that the functional V' defined by (24), i.e.

V(u,v):a/(u—u*—u*log%)dx—i—ﬁ/(v—v*—v*logl*)dx (36)
Q u Q v

is a Lyapunov functional of the system. By using (33)), (35)) and (25) we obtain for each # > ¢, that

V(u(t),v(r)) < a/

Q

:a/g( —u*)h(u,u®) dx+ﬁ/ v )2h(v,v*) dx

goch(,u,u*)/g(u—u*) dx—l—ﬁh(,u,v*)/g(v—v*)zdx
d

< K13 V() v(1)

where dV /dt is given in and K; = max{h(u,u*)/ry,,h(1,v*)/r,}. Gronwall’s inequality im-
plies for z > 7, that

(u—u*>1ogi*dx+ﬁ/(v—v*)logl*dx

V(u(r),v(t)) < V(uty),v(tg))e” /K = ¢pemli=w/Ki 37)

where C, = V (u(ty),v(tu)). We have now proved the exponential convergence to zero of the Lya-
punov functional. The final step is to prove the exponential convergence of the solution to the steady
state in the L”-norm.
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We recall Pinsker’s inequality
p(s) =2(1425)(s— 1 —logs) —3(s—1)? >0, (38)

which holds for all s > 0. Indeed, we can easily verify that p(1) = p’(1) =0and p"(s) =2(s—1)? /s>
so that p is strictly convex on (0,e0) and attains its minimum at s = 1. We also refer to Exercise
2.3.26 on p. 58 in [6]. Since u,v > 0in Q x [tu,o0) as well as u and v are uniformly bounded from
above , by substituting s = u/u* in Pinsker’s inequality and integrating in space we obtain
that

3/(u—u*)2dx§2/(u*+2u)(u—u*—u*logi*)dx
Q Q u

<2(u*+2C,) /

Q
where the non-negativity of the last integral follows from for s; = u* and s, = u. Similarly for
s =v/v* we deduce that

3/(v—v*)zdxg2(v*+2)/(v—v*—v*1ogl*)dx. (40)
Q Q v
We deduce from (39) and (40) that

Ot/(u—u*—u*logl*)dx—l—ﬁ/(V—V*—V*loz‘:’%)dx2
o u Q Y

4 (39)
(u—u"—u"log—)dx,
u

3a )2 3p )2

2% (u—u*) dx —v*)2dx

2u*+4ca/g(” SRS vl AU
so that by (36]) we have for ¢t > 1,

*112 *112
V((e),v(0)) = Ko (= e + v ="l 72y @)

where

. 3a 3B

K> = min , .
2u* +4C," 2v*+4

From (37 and we deduce the exponential convergence of the solution (u,v) to the positive
steady state (u*,v*) in L?(Q), namely,

C
2 2 B —(t—1,)/K
Hu_u*HLZ(Q)+||V_V*||L2(Q)sze (t=1u)/Ki

The uniform bound (13)), an interpolation inequality between L? and L* (cf., Eq. 1.23 on p.13 in
[21]]), namely

* w(1-2 %2
=gy < =) = w20 (42)

L2(Q)
for u — u* and a similar inequality for v —v* yield

et — ¥ | oy + 11V =V oy < Kze™ 7w/ (PKD)

where
c.\ /P
K3 = ((Ca+u*)1*2/1’+ (1 +v*)1*2/1’> (%) .
2
Hence, we conclude the exponential convergence of (u,v) to (u*,v*) in LP(Q) for all p > 2 as
t — oo, [
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3.3 Large time behaviour in the case that b > 1

Next, we show that whenever b > 1 the convergence of the solution of Problem (.£?) to the stationary
solution (1,0) is uniform in C(Q) as t — co. Our approach is based upon a standard comparison
principle. If b > 1, then similarly as in the proof of Lemma 3.4} a suitable Lyapunov functional can
be used to explicitly compute the rate of convergence in [L”(Q)]? for all p > 2. If b > 1, then the

convergence is exponential, whereas if b = 1, the convergence is algebraic.

Lemma 3.5. Let b > 1, then the solution (u,v) of Problem () converges to (1,0) in [C(Q)]? as
! — oo,

Proof. Let u be the nonnegative lower solution for the parabolic problem for u from the proof of
Corollary then u > u in Q X (0,00). We deduce from Lemma [3.1] that u(r) — 1 exponentially

fast in C(Q) as t — oo. Thus, for all ¥ € (0,b) there exists 77 > 0 such that for all # > 77 we have

MZEZI—% (43)

in ﬁ X [Tl,w).
Next, let v be the solution of
V =dyAV+rv(9 —v)  in Qx (Tq,00),
v
— =0 dQ x (T, 00
oV on X ( 15 );

v(x, 1) =v(x,T1), x€Q.

We show that v is an upper solution for the parabolic problems for v. Indeed, since » > 1 and in
view of {3), it follows that

L) =rilbut+®—1)>rnib—1)>0

in Q x [T1,00), where .Z, is defined in . Therefore, ¥ > v in Q x [T},0) by the comparison
principle. Moreover, we deduce from Lemma [3.1|that v — ¢ exponentially fast in C(Q) as t — oo,
It follows from this uniform convergence that there exists 7, > 7 such that for allt > 7>

0<y<v <29 (44)
in Q x [T3,0). Since holds for all ¥ > 0, we deduce that

v(t) — 0 uniformly in C(Q) as t — oo. (45)

Finally, we find an upper solution u for the parabolic problem for u. We note that, it follows
from the uniform convergence that for ¥ > 0 there exists 73 > 0 such that for all > T3 we have

Y

0<v< — (46)
a

in Q x [T3,0). Let  be the solution to

= d,AQ(u) +ru(l+9 —u) in Qx (T3,0),
a —
% —0 ondQx (T30,

u(x,T3) =u(x,13), x€Q.
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In view of we deduce that

Z,(@) =r,u(%—av) >0
in Q x [T3,0], where .%,, is defined in (19). Thus, % > u in Q x [T3,0) by the comparison principle.
Moreover, it follows from Lemma |3.1{that # — 1+ ¢ exponentially fast in C(Q2) as t — oo. Thus,
there exists 74 > T3 such that for all t > T,

u<u<1+29 “47)

in Q x [Ty,0). The estimates and imply the existence of 75 = max{T}, 74} such that for
all t > T5 we have

1—%§u§1+219

in Q x [Ts,0). Since ¥ > 0 can be chosen arbitrarily, we deduce that

u(t) — 1 uniformly in C(Q) as t — . (48)
Thus, (u,v)(¢) — (1,0) uniformly in C(Q) as t — oo. O
Lemma 3.6 (Rate of convergence for b > 1). Let b > 1, then the solution (u,v) of Problem (Z?)
converges exponentially fast to (1,0) in [LP(Q)]? for all p > 2 as t — o,
Proof. We will follow the proof of Lemma [3.4] Without loss of generality we assume that the
solution (u,v) is different from (1,0). It follows from the uniform convergence that
for all u < 1, there exists 7, > 0 such that u(x,#) >t in Q x [t;,0).

We consider the functional

V(u,v):a/ (u—l—logu)dx—f—ﬁ/vdx, (49)
Q Q

on the time interval [f;;, o). We obtain that

d —1

—V(u(t),v(t)):a/ - utdx+ﬁ/vtdx

dr Q u Q

u—1
:a/QT(duA(p(u)—i—ruu(l—u—i—av))dx—i—B/Q(dvAv—i—rvv(l—v—bu))dx

2
= —adu/ (p'(u)lvzy —aru/(u—l)zdx—ﬁrv/vzdx—aﬁ (l—l/b)/vdx
Q u Q Q Q
<0
(50)
for a = br,, B =ar,, 1/b < 1 and t > t,. Moreover, in the case that b > 1 and for each r > 1, we
can use the inequality s — 1 < slogs for s > 0, which is obtained from (33) for s; = s and s, =1, to

calculate

V(u(t),V(t))Sa/ﬂ(u—l)logudx%—ﬁ/gvdx
:a/ﬂ(u—l)zlogudx—kﬁ/gvdx

u—1
gah(u,l)/g(u—l)zdwrﬁ/gvdx

< —K4%V(u(f)>v(t))»

(51
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where the function 4 is defined by and Ky = max{h(u,1)/r,,1/(a(1 —1/b))}. Gronwall’s
inequality implies for # > 7, that

V(u(t),v(t)) < V(uty),v(ty))e /K = Cpem 1=t Ks (52)

where C, =V (u(ty),v(ty)). For t > t,, Pinsker’s inequality yields

3o 2
m/ﬁ(bt-l) dxﬁa/g(u—l—logu)dx (53)

We deduce from , , and the trivial observation v> < v for 0 < v < 1 that

sty ey + Bl < Cue™ /%
ie.,
= 1By + Il < e /%,
where g
Kszmin{2+4ca’lg}. s

Finally, we deduce from the interpolation inequality and the uniform bound that
[l =1l o() + IVl r (@) < Koe™ =)/ (PKs)

where y
C p
_ 1-2/p H
Ke <(Ca+ 1)'-2ry 1) (Ks) .

Hence, we conclude the exponential convergence of (u,v) to (1,0) in LP(Q) for all p > 1 ast —
oo, [

The case when b = 1 is more delicate and the procedure above does not work. In this case, the
good term (1 —1/b) [, v in the time derivative of V (u,v) in (50) vanishes. Nevertheless, we can
still show the existence of a constant C > 0 such that

V(1) < CD(r)

for large enough time ¢, where V (¢) =V (u(t),v(t)) and D(t) = D(u(t),v(t)) = —dV (u(t),v(t))/ dt.
We obtain that V(r) ~ C/t, in other words, we deduce the algebraic convergence to zero of the
Lyapunov functional as t — oo.

Lemma 3.7 (Rate of convergence for b = 1). Let b = 1, then the solution (u,v) of Problem (Z?)
converges algebraically fast to (1,0) in [LP(Q)]? for all p > 2 as t — oo,

Proof. As in the proof of Lemma the uniform convergence of the solution (u,v) of Problem &
to the equilibrium (1,0) implies that

for all 4 < 1, there exists 7, > 0 such that u(x,#) > p in Q x [t;,0).
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For the functional V (u,v) defined by we can repeat the same calculations as in and (51)).
In particular, we obtain

2
D(u(t), v(t)) = dV(u(t),v(z)):adu/Qcp'(u)wu”;‘ —|—och/Q(u—l)2dx+[3rv/Qv2dx

Cdr

V(ut),v(r)) gah(u,l)/ﬂ(u—l)zderB/dex, (55)

where 0 < u < 1 and t > ;. We deduce from the inequality

/Qv2(x)dxz ﬁ </Qv(x)dx)2

D(u(t),v(r)) zaru/(u—l)zderl‘ZT (/dex)z. (56)

Q

In the sequel, we will use the notations V =V (u(t),v(t)), D = D(u(t),v(t)), Vi = [o(u—1)*dx
and V, = |, o vdx. Hence, and can be written shortly as

that

V < ah(u, 1)Vi +BVa (57)
and
D> arVi+ %va. (58)

Next, we distinguish two cases.

Case I. Suppose that V; > 1 or V, > 1. Then, D > K| = min{ar,, Br,/|Q|}. Moreover, the
uniform estimate (13)) implies that 0 < V; < (C2+1)|Q| and 0 < V5 < |Q|, where C, = 1 +a. We
deduce from that V < K, where K, depends on ¢, h(u, 1), C,, B and |Q|. Hence, we obtain

VZ<K3=CK| <CD, for C;=K3/K;. (59)

Case II. Suppose that 0 < V) <1 and 0 <V, < 1. Then, V| > V12 and by using the trivial
inequality x*> +y? > (x+y)?/2 we estimate D in from below by

D> ar,Vi+prVs > K3(Vi+V2)?,
where K3 = min{ary, Br,/|Q|}/2. On the other hand, in view of (57),
V < Ky(Vi +Va),
where Ky = max{ah(u,1),B}. These two estimates imply
V< KZ(Vi+Va)? = CGK3(Vi +V2)? < oD, for Cr = K3 /K3. (60)

In view of the estimates and , we can take C = max{C,C>} so that V2 < CD. Hence,
we proved that for r > 1,
dv(r) < 1

—V2(p).
dr C ®)
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‘We deduce that

C C
V() < <
t—ty+C3 T t—1y

for t > t,, where C3 > 0 depends on the constant C and on u(zy,).
Similarly as in the proof of Lemma we can use Pinsker’s inequality to derive the lower
bound for V (u,v) and so to deduce

c 1
2 2
=172 T V2 0) < Ksi—ty’
as well as K
6
[l =l o) + Wl r (o) < Py
where y
C p
Ko = ((Ca+1)1_2/”+1) (—)
Ks
and Ks is given by (54). O

3.4 Convergence to equilibrium as r — « under the assumption (ﬁq,)

Let us assume the hypothesis (H) instead of (Hy). Then, Problem (£?) turns out to be uniformly
parabolic and possesses a unique classical solution (u,v) € [C*!(Q7)]?, [19] (Chap. V, Theorem
7.4). In the case when ¢ (u) = u, we refer the readers to [[17] for additional details. Moreover, by the
strong maximum principle [19] the solution (u(-,z),v(+,7)) is positive in Q for all # > 0 so that we do
not have to show eventual positivity of the solution as we did in Section 3.1} Hence, the functionals
V(u,v) given by and (5) are well defined for all times ¢ > 0. Let us, moreover, assume that g > 0
and vp > 0 in Q. Then, V (u,v) is defined for all 7 > 0.
By repeating the proofs of Lemmas and[3.5] we can show that

(w* V") if0<b<l,

(u(t),v(1)) — {(1»0) iftb>1,

uniformly in [C(Q)]? as t — oo, where (u*,v*) = ((1+a)/(1+ab),(1—b)/(1+ab)).

Similar calculations as those in Lemmas|3.4/and|3.6|can be used in order to show the exponential
convergence of the solution (u,v) to its respective steady state solution in both cases 0 < b < 1 and
b > 1. Indeed, for a chosen pt < min{u*,v*} in the case when 0 < b < 1 and u < 1 in the case when
b > 1 we can find 7, > 0 so that we can apply to derive (37), resp. . However, V (u,v)
is defined for all times # > 0 and it is nonincreasing in time. Thus, if 0 < b < 1, then can be
further estimated from above,

V(u(t),v(1))

< V(”(tu)7V(tu))e’(’*’u)/Kl
< V(uo,vo)e_(t_ty)/lﬁ'

Similarly, if & > 1, instead of we obtain
V(u(t),v(t)) < V(u(t“)7\;(;”))6—0—;“)/1(4

< V(uo,vo)e_(t_t”)/K“.
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However, we cannot remove the constant 7, from the estimates. A lower bound for V (u,v) in terms
of the L”-distance of the solution (u,v) from the steady state solution is the same as in the degenerate
parabolic case, see Lemmas[3.4]and 3.6

4 Concluding remarks

We have studied the well-posedness of the degenerate, nonlinear diffusion system () for the Ne-
olithic evolution of the farming and hunting-gathering populations u and v, respectively. Further-
more, we studied the asymptotic behaviour of the solution (u,v) of Problem (7). We found that
(u,v) always converges to a spatially homogeneous steady state as t — oo. In particular, if » > 1 and
¢©(u) = p(u)u where p = p(u) is the probability density function satisfying (i)-(iii), then

th_{g(uvv) (x,1) = (1,0)

uniformly in Q. In view of , this scenario corresponds to the case when g > ry and (F,H)
converges to the state (1,0) as t — co.

If p(F) in the system (2) is specified as p(F) = F/(F + F;), where a positive constant F, is
assumed to represent a level of development of farming and food-producing technology, see [[15}
18] for additional details, then the convergence result implies that the asymptotic behaviour of the
solution (F,H) of the system is independent of F.. However, we remark that the transient
behaviour of (F,H) depends on the values of parameters. Indeed, let us suppose that Q is rather
large. Then, if the parameters of the system (2) are suitably chosen and F, is relatively small, the
spatial shape of the solution (F, H) becomes radially symmetric, see Fig. [ll On the other hand, for
the same parameters and F relatively large we can observe breaking (instability) of radial symmetry
in (F,H), see Fig. It can be numerically confirmed that this phenomena never occurs in (1)),
namely, in the case of linear diffusion in the equation for farmers F in (2). We emphasise that this
is a striking difference between the two systems () and (2)). We therefore call such an instability “a
nonlinear diffusion-induced instability”. We propose to try to understand why nonlinear diffusion
generates such an instability in future work.
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